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ABSTRACT. Deep learning is a part of machine learing that refers to neural networks with multiple hidden layers which can learn from increasingly abstract
representations of input data. Python is a clear and powerful object-oriented programming language, comparable to Perl, Ruby, Scheme, or Java.
Using Python’s deep learning library Keras can allow us to predict future bias in forecast, giving us an idea of what the bias is going to be and letting us compensate for

it beforehand.
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W3NON3BAHE HA MOJEN 3A MALIKHHO OBYYEHME C AbJITOTPANHA MAMET (LTSM) 3A NPOrHO3UPAHE HA

OTKNOHEHWA B MNPOrHO3WUTE
KonHcmanmun Mnadenoe?, BopsiHa LjeHoea?

"MuHHo-2eonoxku yHugepcumem ,Ce. UeaH Puncku®, 1700 Cogpusi
2HayuoHaneH uHecmumym no memeoposnoaus u xudponoaus, ,Llapuepadcko woce” Ne 66, 1784 Cogpus, bvreapus

PE3IOME. 3anbn6o4eH0TO yyeHe € YacT 0T MaLLMHHOTO 0By4eHme, KOSTO Ce 0THAcA A0 HEBPOHHU MPEXW C MHOXECTBO CKPUTU CIIOEBE, KOUTO MoraT Aa Ce yyaT oT
BCe Mo-abCTpaKTHN NpeacTaBsHUS Ha BXO[HUTE faHHM. Python e siceH 1 MoleH 0BeKTHO-OpreHTMpaH e3uk 3a nporpamupaHe, cpasHim ¢ Perl, Ruby, Scheme nnm

Java.

WanonsgaHeTo Ha GuGnuoTexata 3a AbnGoko oGyyeHune Keras Ha Python Moxe ga HM nossomm Aa ce Gopum ¢ GbAeLLO OTKMOHEHWe B NporHo3aTa, kato Hu Aade
npefCcTaBa Kakeo Lie Gbae TO U H1 NO3BOMYM Aa Fo KOMMEHCHpaMe NpeaBapUTeNHO.

Kntoyosu pymu: Keras, Python, oTknoHeHve, malumHHo 06y4erue, paboTa ¢ AaHHW, NOTOLWM OT AaHHN

Introduction

Numerical weather prediction is a type of weather
forecasting that uses a set of equations describing the state of
the atmosphere. These equations are translated into computer
code and use numerical methods, parameterisations, and
other equations to provide a forecast for a given domain. In
order to create a perfect short-term weather forecast, a
computer model would need a perfect representation of the
initial state of the atmosphere, which has not been achieved
yet.

As such, there are inaccuracies in observations, initial and
boundary conditions that lead to forecast bias. The objective of
bias correction is to minimise the systematic error in the next
forecast using bias from past errors. The magnitude of bias at
a grid point depends upon geographical location and season.
In this paper, bias correction using deep learning is examined.

Deep learning has led to major advances in computer
vision. Images can now be classified, objects can be found in
them, and they can be labelled with captions.
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Deep neural networks do that using many hidden layers that
sequentially learn more complex features from the raw data. The
first hidden layers might only learn local patterns, while every
subsequent layer learns more complex patterns and
representations. Using this method, the final layers can classify
images, find disease in plants, or analyse data to be able to give
a sufficient output as to what certain data might look like in two
months. Using Keras for Python makes it easy to do so, not only
due to Python’s easy-to-read approach to code, but also due to
Keras’ minimalistic, modular approach, which allows using deep
learning algorithms with little coding background. In the paper,
the usage of a Long Short-Term Memory (LTSM) model to
forecast the mean monthly temperature bias of the model
forecast of Bulgaria’'s capital, Sofia, is discussed. LTSMs are
well-suited to classifying, processing, and making predictions
based on time series data. They are a type of Recurrent Neural
Networks (RNN) that have internal memory. RNNs perform the
same function for every input of data, while the output of current
input depends on the past one computation. After producing the
output, it is copied and sent back into the recurrent network. For
making a decision, it considers the current input and the output
that it has learned from the previous input. Sofia was chosen for
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the experiment not only for its importance in forecasting, but due
to a tendency noticed within the past couple of years of
increased mean monthly temperature bias relative to the rest of
the domain. This is caused by a lot of factors, mainly by its
geographical position and the inversions that happen around
November increasing the bias of those months even more.

Installing and using Python and Python with
Keras

Most of the times, using Python does not require installing it
manually, as Python3.xx now comes pre-installed on most Linux
distributions. Manual installation is required if a different version
is needed than the one that comes pre-installed, or if running a
Windows OS. Running Python scripts, like our model, is done
using the “python” command, the usage of which might involve
a set-up of the $PATH environment variable. Of the deep
learning libraries we have used, Keras for Python is one of the
most popular libraries for deep learning. In order to use fit,
several packages for Python need to be installed. Installation of
Python packages usually happens in two ways: either using pip
or conda, or most often using a virtual environment in order to
avoid any conflicts between different package versions. The
packages needed for Keras are:

- SciPy with NumPy

- Matplotlib

- Theano.

All of those are available for installation using a conda
environment, except for Theano, which cannot be installed using
conda and needs to be installed with pip.

After installing and entering the environment, we can check
if everything has been set-up correctly.

=== 1mport numpy
=== import theano
=»> print numpy.__version__
1.11.9
=== print theano.__version__
8.8.2
=xx quULtlD)

If everything is set-up correctly, we can move on to installing
the Keras library itself using pip install keras. Upgrading Keras
can be done with the same command with the —upgrade flag.

Here is how to check if everything is installed correctly:

$ python -c "import keras; print keras.__version__'
Using Theano backend.
1.6.4

Predicting temperature bias using Python for
Keras

For the purposes of this experiment, the packages “scikit-
learn” and “Pandas” for csv file manipulation were also used.
The bias was retrieved from data for 2018, 2019, and nine
months from 2020, all of which were written to .csv files. The
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values from those files were read using Pandas.

Creating a single forecast

For the needs of data assimilation, an experiment with an
autoregressive method was run. Autoregressive models are the
next step in the data as a linear function of the observations of
the previous time steps.

The values of all of the previous months were used to do a
prediction of a single next month’s BIAS (Fig. 1)
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Fig. 1 Autoregressive model BIAS forecast

The model deviates from the observations, with a Root-
Mean Square Deviation (RMSD) of 0.54929.

Temperature at 2m: Mean BIAS and RMSE
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Fig. 2 Mean BIAS and RMSE of the temperature at 2 m (in °C)
forecast by ALADIN during 2020 (from January to August) for each
station (coloured circles show the BIAS, while RMSE is indicated
next to each station name)

The first 19 months of data (Fig.2 and Fig. 3) are then used
to train the model, and the 14 months left are used to test it.
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Fig. 3 Mean monthly bias of the temperature at 2 m (in °C)
forecasted by ALADIN for 2018, 2019, and nine months from 2020

One month of data from the last 14 months was used to
forecast three subsequent months of mean BIAS, so that we can
see how the model does against actual observations. Each time
step of the dataset is walked one at a time. The model is used
to make a forecast for the time step, and then, for our test
dataset, an actual expected value is taken and made available
to the model for the forecast on the next time step. This is what
happens when we have a new BIAS calculation every month.

After preparing the data, doing model evaluation and
persistence modelling, forecasts can be made and evaluated.
We started by making the model analyse the data with 1500
epochs and 1 neuron (Fig. 4).
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Fig.4 Mean monthly bias plotted alongside the values forecasted
for three months ahead. Model ran with 1500 epochs and 1 neuron

The red lines show the three month forecast from each
month of the test batch.

The root-mean squared deviation of the model run like this
was as follows:
t+1 RMSD: 0.693904
t+2 RMSD: 0.820104
t+3 RMSD: 0.968915

What this shows is that the model performs progressively
worse with the increase of the time step — something which we
expected. Also, the decline in performance is clear where there
is a big difference between biases months-wise.

Next, more experiments were run with more epochs — 3000
epochs (Fig. 5).
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Fig. 5 Mean monthly bias plotted alongside the values
forecasted for three months ahead. Model ran with 3000 epochs
and 1 neuron

The RMSD with two times the epochs was as follows:

t+1 RMSD: 0.683846

t+2 RMSD: 0.819885

t+3 RMSD: 0.992471

The decrease of RMSD is slight compared to the computing
power needed to run two times the epochs, which shows that
more epochs is not the way to go to increase the accuracy of the
model.

Increasing the neurons also increased the RMSD twofold
and gave the model a severe bias when it came to forecasting
negative values. However, it did not affect positive values and
this is worth investigating. Tuning the model so that increasing
the neurons does not affect negative values, looks like it might
give out better results than using a single neuron. Multiple
neurons were also better at predicting a decrease in bias, where
a single neuron predicted an increase or a small decrease (Fig.
6).
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Fig. 6 Mean monthly bias plotted alongside the values
forecasted for three months ahead. Model ran with 1500 epochs
and 3 neurons

t+1 RMSD: 1.052310
t+2 RMSD: 1.656046
t+3 RMSD: 1.804132
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Conclusion

LTSM networks can be used to create large recurrent
networks that, in turn, can be employed to address difficult
sequence problems. Deep learning can be fundamental in being
able to tackle bias and not have it affect forecasting while also
working on combating what it is caused by. Finding the right
model and tuning it correctly can produce results that are so
close to observations; deep learning can also prove useful in
predicting severe weather anomalies by analysing data
patterns.

Where deep learning might really shine is data assimilation
and ensemble forecasting. The reason is that neural networks
analysing data can provide new initial conditions and can predict
parameters to be assimilated into next runs.
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